
Software Design Document For

iKarate: Improving Karate Kata

Bassel Emad, Omar Atef, Yehya Shams, Ahmed El-Kerdany
Supervised By: Dr. Ayman Ezzat, Dr. Ayman Nabil

and Eng. Nada Ayman

March 5, 2020

1 Introduction

1.1 Purpose

This Software Design Document purpose is to present fully detailed description
of iKarate System Architecture, and to provide the purpose of implementing
this application with full definition of functional requirements and showing the
functionality of each component and their interaction together.

1.2 Scope

The scope of the system is to provide Karate coaches and players a system that
will help them in the training and judging. For the coaches: the system helps
them by providing the progress of their students in a report and the mistakes
they made while performing. For the players: the system can be used to train
without the coach by providing appropriate feedback that helps them master
the movements.

1.3 Overview

The main goal of this project is to capture the moves of the performers in real
time, analyse those moves and give them a feedback report to enhance their
technique or alert them if they are performing a move or a stance incorrectly.
One of the challenges we faced while comparing and analysing the captured
motion, is that we should take into consideration that the activities might be
performed with different speed, body proportions such as (Limbs length) and
initial position of the students. Another challenge is the real-time feedback,
giving the users a feedback and a report on their moves whether it was right
or not in real-time is essentially important after the move is performed. The
report includes tips on how to execute the move correctly the next time.
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Figure 1: Block Diagram

2 System Overview

The system is composed of one or multiple Kinects. The Kinect(s) would be
facing the user while he/she performs a sequence of moves. Then the frames
and the skeleton are extracted from the Kinect, After that the pre-processing,
enhancement, saving data on the cloud proceeds simultaneously with computing
the key frames, feature extraction and finally the classification. After every
move has been performed, the practitioner is presented with the move name
and whether it was done correctly or not as shown in figure 2. The player is
given a score to know how good their performance of the move after it has
been analyzed. The score evaluation is based on the practitioners’ motion while
performing the move and their speed. Dynamic analysis of the movement gives
real-time feedback and a report to the practitioner or the coach, making the
application more interactive. The report contains the player name, age, weight,
height, belt color, move name and duration, how well the player preformed the
move, how to improve the user’s performance and if any mistake were made it
will be shown in the report.
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Figure 2: System Overview Diagram

3 System Architecture

3.1 Architectural Design

The system was designed to satisfy the MVC system architecture model based
on the functional and non-functional requirements.
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Figure 3: Architecture Diagram

3.1.1 Model

The model is the data used by the program. Model objects retrieve and store
models state in the database. The model also contains the core of our application
such as: classification, movement, report, pre-processing, player and coach.

3.1.2 View

The view is responsible for presenting the data in a User Interface. There are
three different views, coach view is responsible for viewing the enrolled players
and their progress, player view represents the functions and data available to
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the player, and report view which is responsible for displaying the desired report
from the report data generated by the system.

3.1.3 Controller

The Controller is responsible for rendering the appropriate view with the model
data. The interactions and requests done in the view are handled by the
database and the model and then data is sent back to the view to be shown
to the user. The system overview contains three controllers, which are coach
controller, player controller and report controller.

Figure 4: Hardware Architecture Diagram

3.2 Decomposition Description

3.2.1 Class Diagram

The whole system is based on the MVC design pattern which separates the
application into three components, which are model, view and controller. The
model corresponds to all the data-related logic. Model objects retrieve and
store models state in a database. The View component is used for all the UI
(User Interface) logic of the application. Controllers act as a bridge between the
model and the view components to process all the business logic and incoming
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requests, manipulate data using the model component and interact with the
views to render the final output.

Figure 5: Class Diagram

3.2.2 Singleton Design Pattern

The single-tone design pattern is used to optimize the objects that is created in
the system, specially database objects. The system will only need one database
connection to avoid jamming the server. It is implemented by declaring the in-
stance as a private static data member. Provide a public static member function
that encapsulates all the initialization code and provides access to the instance.

Figure 6: Singleton Design Pattern
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3.2.3 Decorative Design Pattern

Decorator Design pattern acts as a wrapper to the existing class which allows the
user to add new functionality and behavior to an existing object dynamically,
without altering its structure. The system will use decorator design pattern
in creating customized reports. So, each user can create a report with specific
information that is needed.

Figure 7: Decorative Design Pattern

3.2.4 Observer Design Pattern

Observer Design Pattern defines a one-to-many dependency between objects so
that when one object changes its state, all its dependents are notified and up-
dated automatically. It is used for the notification system, so that the users are
always notified with the updates.

Figure 8: Observer Design Pattern
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3.2.5 Activity Diagram

Figure 9: Activity Diagram

3.2.6 System Sequence Diagram

Recording, Pre-processing & Processing: As shown in figure 10, the
player opens the application and start recording then when the player stops
the recording, pre-processing and processing are done then the results are send
to the player.
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Figure 10: Pre-Processing & Processing Sequence Diagram

View History: As shown in figure 11, the user requests the history of a
specific player which is retrieved from the database then the history is displayed
on the screen.
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Figure 11: View History Sequence Diagram

Progress: As shown in figure 12, the coach request the progress of one of his
students, the progress is retrieved from the database and displayed to the coach.
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Figure 12: View Player’s Progress Sequence Diagram

Assign Player: As shown in figure 13, the coach request a list of the un-
assigned players which is retrieved from the database and then displayed to the
coach, so that he chooses the players that he wants to assign.
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Figure 13: Assign Players Sequence Diagram

Login: As shown in figure 14, the user is represented with the login screen, so
that the user is able to write the username and password, then the username and
password are validated from the database, then if they are right and application
will move to the next screen, but if they are wrong, an error message will be
displayed.
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Figure 14: Log In Sequence Diagram

3.3 Design Rationale

The design of the system is based on the MVC as mentioned before to make it
easier to create, modify, and optimize the functionality of the system. Firstly,
in the hardware design we had multiple choices to choose from, the first option
was the Kinect v1, the second option was the Kinect v2 and the third option
was the accelerometers. We picked the Kinect v2 since it is the most reliable
hardware. We could not choose the accelerometers since the practitioners are
not allowed to wear any hardware during the performing of the move. Moreover,
we needed to connect an accelerometer for each joint, which would be expensive
and unreasonable. Also the Kinect v2 gets more joints and is better and more
accurate than v1, that will help us achieve better results. Secondly, during the
software design we had the choice between K-NN and Fast-DTW but we picked
Fast-DTW since the K-NN is a basic algorithm that is used for proving the
concept and is not intended for the deployment phases.
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4 Data Design

4.1 Data Description

Figure 15: Database Diagram

4.2 Data Dictionary

The system database is derived from the main components in our application
which are session, User and movement. The users tables are made with EAV
(Entity Attribute Value) model, where we store the Entities and Attributes
separately then collects their values in another table, to deliver highly dynamic
system.

5 Component Design

5.1 Input

The input of the system is the coordinates of all the body joints in 3D space
(X, Y, Z) captured from the Kinect. The Kinect’s hardware is composed of an
Infrared Emitter to track the body, displaying a basic skeleton and the body’s
joints using the Microsoft SDK for Kinect.
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Furthermore, the Kinect is capable of providing 30 frames per second with
a 640 x 480-pixel resolution using its video and depth sensor cameras. The
Kinect works by starting the camera and capturing the RGB (red, green and
blue) colors of the person to form its image. Then, the monochrome sensor and
infrared projector start to receive the rays that were emitted to get the third
dimension and form the 3D imagery of the skeleton of the person.

5.2 Pre-processing

Before processing on any of the data acquired by the Kinect, some pre-processing
had to be done. The pre-processing in our system consists of series of opera-
tions needed to be done on the data for further operations such as classification.
The pre-processing consists of data filtering, data interpolation, data normal-
ization, feature selection and data segmentation. Normalization is the major
pre-processing phase in the system, which will be used to overcome different
body proportions (Height, Scale, etc.) or a dominant factor in the data. The
algorithm proposed is ”Z-score normalization”.

X =
V alue− µ

σ
(1)

Where ”Value” is the data point, µ is the mean value and σ is the standard
deviation of the data. If ”X” is equals to the mean value of the feature, it will
be normalized to zero. If it’s below the mean, it will be normalized to a negative
number, and if it’s above the mean, it will be normalized to a positive number,
The ”X” value is calculated by the standard deviation. If the un-normalized
data had a large standard deviation value, then the normalized values would be
closer to zero.

5.3 Segmentation

The purpose of this phase is to segment each movement that the player had
performed while the Kinect is capturing the data, this is essential to classify
each move independently. By plotting the data we noticed that there is a small
gap between each move, this gap can be used to segment each movement.

5.4 Classification

After pre-processing and segmenting the data, we chose Fast-DTW for the clas-
sification. Fast-DTW is used to manage the different speeds of the moves taken
by the player using the Kinect and to provide the player a real time feedback
as accurate as possible. It is an algorithm for measuring similarities between
two signals, each signal may have a different speed from the other signals. Fast-
DTW is also an alignment algorithm which is capable of classifying two different
time signals. Fast-DTW could be used with many different distance equations
but the ”Euclidean Distance” is the one used to compute the distance between
the classes.
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d =

n∑
xi,yi

√
(xi − yi)2 (2)

Where ”D” is the distance value, ”X” represents the data-set joint position
and ”Y” represents the performer’s joint position.

Figure 16: Fast-DTW

5.5 Output

The last part of the system is the output. Which will be categorized as follows:

Result Screen: This screen will tell the user if they performed the move cor-
rectly or not, with a percentage of how much the movement was performed
correctly. If the percentage is acceptable and the move was done correctly, the
screen will inform the user and display the percentage of the correctness. If
the practitioner performed the move in a wrong way, the screen would display
to them what they did incorrectly regarding the move and how to perform it
correctly with a report.

Report: The second part of the output would be the report. The report will
benefit both the student and the coach. Since this report will have a fully-
detailed statistics of how accurate the practitioner performed the moves, mis-
takes and how to improve the performance.
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6 Human Interface Design

6.1 Overview of User Interface

The system’s user interface is simple and efficient that guarantees all users to
find it easy. Firstly, the user will start the application by signing in with his
account or creating a new one. After that, the system will move to the movement
capture screen where he takes the position in front of the Kinect, assuming that
it is already connected with the computer. The movement capture screen will
have one button for start/stop recording that insures that the user will not have
many complicated buttons so he will not get confused. Secondly, after recording
the movement, a screen will show the overall accuracy and if the sequence of
movements he/she performed is acceptable or not. Lastly, there will be a filter
screen for the user to choose the preferences he wanted to be displayed in the
detailed report.

6.2 Screen Images

Figure 17: Movement Capture Interface
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Figure 18: Results Interface

Figure 19: Report
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6.3 Screen Objects and Actions

The system GUI is so simple since users might not have high knowledge with
computers.

• Login interface consists of a simple form to get the users data and sign up
form to register on the system. This data will be used to be displayed on
the report.

• Movement capture interface which contains a button for the users to
start/stop their session and some indicators to show if the Kinect de-
tected the body or if he is close to an edge to adjust his/her positions as
shown in FIG 17.

• Results interface is where the user will see the session results, if he/she
made a wrong movement and what was the movement done with its details
as shown in FIG 18.

• Report interface where the user starts to choose some filters for the report
to be generated and displayed at the end of the session as a PDF.
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7 Requirements Matrix

Code Name Type Description Testing Strategy Status

F1
Check Pre-
processing

Required
Analyzes data for pre-
processing before being
classified.

Data need to be captured and
stored in file and checks if the
data need any processing.

In Progress

F2 Interpolation Required
Interpolates the movement
data before being sent for
classification.

Checks that the data is
smaller than the previous file.

In Progress

F3 Extrapolation Required
Extrapolates the movement
data before being sent for
classification.

Checks that the data is larger
than the previous file.

In Progress

F4
Removing
Outliers

Required
Used to remove any outliers
from the data which could be
generated from the Kinect.

Validate all the data in the
files to ensure that there are
no abnormal points.

In Progress

F5 Segmentation Required
Used to segment the data
read from the Kinect.

Validate that all the new ar-
rays are originated from the
same file.

In Progress

F6
Classify
Movement

Required

Fast-DTW to compare the
data to the model, After the
player movement has been ex-
tracted and pre-processed.

Must give the movement
name and the mistake type.

Completed

F7
Get Joints
Data

Required
Capturing the skeleton joint
coordinates using the Kinect
and store them in an array.

Should return the body joints
during the session in array.

Completed

F8 Store Data Required

Fired after capturing the data
from Kinect into array, to
store our data into files for
processing.

Should take the stored data
and make pre-processing then
store the final data in a file.

Completed

F9 File Upload Required
Handles uploading files pro-
cesses.

Checks that there is an inter-
net connection and send the
files to the cloud for process-
ing.

In Progress

F10
View all
Records

Required
Retrieves a specified player’s
records and display its de-
tails.

Returns a list of all the pre-
vious session records of a
player.

In Progress

F11
Calculate
Overall
Score

Required
Calculates the overall score of
the player.

Returns an accuracy or score
for all the movement in the
session.

In Progress

F12 View Report Required
Used to view the report of the
current training directly.

Validate that the session
movements was classified and
every move received a score,
Also that the report was gen-
erated.

Completed
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