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1 Introduction

1.1 Purpose of this document

The main purpose of software design document is to fully describe the architec-
ture of our system. The system aims to aggregate relevant news from several
ranked sites and platforms based on the user’s input keywords or sentences and
summarize them to reduce user’s reading time. Furthermore, the document
will present the details of the system’s diagrams,functions and features. This
Software Design Document (SDD) is needed for the graduation project at Misr
International University (MIU).

1.2 Scope of this project

• The system will:

1. Aggregate news and articles all in one place.

2. Crawl the relevant articles when user input some keywords or sen-
tences to read about it.

3. Summarize the aggregated information from various sources in one
page in order to reduce reading time.

4. Recommend articles for the user according to his reading interests.

1



1.3 Overview

In the last few years, the world had an incredible and huge growth of the rate
of News.This project focuses on gathering news from many sources with brief
summarized output for the reader in order to reduce time reading full article.
It also aims to aggregate news from many sources as possible in one place.

Our document have 8 sections as follows:

1. Introduction: is about introduction that explain the purpose and scope of
the project

2. System Overview: is system overview that describe how the system work.

3. System Architecture: which architectural design will be used in our sys-
tem.

4. Data Design: Explains our data design including the database.

5. Component Design

6. Human Interface Design: Describes the system from the user’s perspective
with screenshots.

7. Requirement Matrix: shows which components satisfy each of the func-
tional requirements

8. References

1.4 Definitions and Acronyms

Term Definition
Software Design Document (SDD) Used as the primary medium for com-

municating software design informa-
tion.

NLP Natural language processing is a sub-
field of computer science,information
engineering, and artificial intelligence
concerned with the interactions be-
tween computers and human languages.

NLTK Natural Language Toolkit is a platform
used for building Python programs that
work with human language data for ap-
plying in statistical natural language
processing

Sequence Diagram It is a diagram that shows object/actor
interactions arranged in time sequence.
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2 System Overview

Figure 1: System overview

• When user enters a new keyword or some small sentences, it will face many
stages in order such as:

1. Aggregating relevant articles to this keyword or sentence, then it will
go through the pre-processing stage which consists of:

– Lowercase: used to reduce the size of the vocabulary in our data
that cause multiple copies of the same word meaning.

– Stop-word Removal: Done to remove small information of a text
in order to focus on important words.

– Lemmatization and Stemming: Remove inflection and map the
word into the original/root form.

After aggregation, all of this aggregated content will be taken to our
algorithm to be summarized and then we will have the Output phase
which contains the summarized article which is also saved in our
database.

2. Another stage that can be done to the keyword/ key phrases is:

– Entities Extraction: Classifying key elements from a text into
predefined categories.

– Classification: Finding out which label is similar to the input
keyword.

– Recommendation: Showing the user top recommended topics
according to his reading interests.
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3. The final state is Output which is:

– Summarized and well-classified news articles for the user to read.

– Recommended Articles for the same topics that might interest
this logged in user.

• Cloud Service: It contains a collection of ranked news articles.

• Database: The labeled articles are saved in it.

3 System Architecture

3.1 Architectural Design

For the Architectural design, functional and non-functional requirements were
analyzed and it was shown that the system must insure the Model View Con-
troller system architecture as shown below:
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Figure 2: Architecture diagram

3.1.1 View

View is responsible for the representation of information and User Interface
(UI).System has two different interfaces, one for admin with his operations and
the other one is for the logged in user or guest in order to execute the core part
which is aggregating and summarizing.
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3.1.2 Controller

Controller is responsible for connecting or binding the model and view. The
requests made within the view from the admin or user are taken and sent to
database to retrieve data by used models and then data is passed to the view
again to be shown. Examples of the controllers we have are: User controller
that deals with how user interacts with the system, also the Admin controller
deals with admin interactions and how they allow access to users.

3.1.3 Model

Model deals with simultaneous interpreters that will interact with the system
either by executing the main and core functionalities or add and fetch data from
the database. Moreover the controller is responsible for other functionalities like
the input of text and the pre-processing done to those keywords.
Algorithm
TextRank: It starts with splitting the text into sentences.Then represent each
word with a vector in a sentence using GloVe algorithm. Obtaining a similarity
matrix for all sentences using cosine similarity. Converting it into a graph where
the links determined by a similarity relation between them.Those links are used
to obtain the vertices weight. ranking the weight un descending order to take
the highest weight
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3.2 Decomposition Description

3.2.1 Class Diagram

Figure 3: Class Diagram
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3.2.2 Activity Diagram

Figure 4: Activity Diagram
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3.2.3 Sequence Diagram

Figure 5: Summarization Sequence diagram
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Figure 6: Recommendation Sequence diagram
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3.2.4 Use Case Diagram

Figure 7: User Functions

The user which is defined as the reader can register an account and edit the pro-
file or delete it.While registering he can select interests and select the favourite
news sources.When the user starts to read, he can search by keyword in order to
get the relevant articles from news sources.In addition, he can view his reading
history or filter the news search result.
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Figure 8: Recommender System Functions

According to the user, this system can show recommended topics upon user
interests. Beside that it can also suggest the user some new interests regardless
his chosen interests.

Figure 9: News Aggregator System Core Functions

This is our core system that its core functionality is getting relevant articles
after getting some keywords from the user. It also summarize the output relevant
articles to these keywords in order to save user’s reading time.
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Figure 10: Admin Functions

The admin will be the one who can control the system where he can manage
the sources,database,interests,sources and news articles. Admin can add, delete
and modify the users, he can also modify and choose the news sources.Articles
can be modified by the admin.

3.3 Design Rationale

As mention, previously, we have used Model View Controller (MVC) as archi-
tecture design for out system as it helped us to separate the functionality of the
system and the actual User Interface (UI) of the system. So the modifications
are more easier.
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4 Data Design

Figure 11: System ERD

4.1 Data Description

• User : This table stores user’s information such as his Id, name, email,
password.

• History: This table contains every user with his reading history.

• InputKeywords: This table contains every user with his input keywords
to search for articles and summarized paragraphs about a specific topic.

• SummarizedArticles: This table contains summarized articles that have
the highest rate in order to recommend them to other users.

• RecommendedArticles: This table contains the article that will be recom-
mended to the user based on his interest.

5 Component Design

5.1 Pre-Processing

5.1.1 Stemming

Stemming is the algorithm of taking the word and return this word to its root.We
used NLTK Library for stemming.
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5.1.2 Lower Casing

Lower Casing is the process of making all of the words in the given article is in
the same format which is lower cased.

5.1.3 Stop words removal

Stop words removal is the process of taking every sentence in the article or in the
given text and remove all of the stop words from it like ”this”,”the”,”and”.This
process was done by NLTK Library.

5.2 Feature Extraction

TFIDF was used in Feature Extraction which is short for term frequency inverse
document frequency, is a numerical statistic that aims to reflect how important
a word is to a document.

5.3 Articles Aggregation

5.3.1 Rich Site Summary (RSS)

For the guest home page, We are using Rich Site Summary (RSS) to aggregate
updated articles from credible sources.

5.3.2 Beautiful Soup

Beautiful Soup is a python package that is used in our project for web scraping
and parsing HTML and XML documents.

5.4 Text Classification

Text Classification was actually done by Naive Bayes approach.

5.5 Text Summarization

5.5.1 TextRank Algorithm

We are using TextRank algorithm [1] for articles summarization. TextRank is a
graph based ranking algorithm that is used for summarization.The methodology
of how this algorithm works in our project is showed in the shown figure:
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Figure 12: How TextRank Algorithm works.

There are six phases as shown in fig 11.

1. Choosing 3 articles from the database to combine as one original text as
shown in figure 3.

2. Tokenizing the original text as shown in figure 3 into sentences.

3. The Third phase is vectorization.In this phase w represent each word by
a vector based on the co-occurrence of a word with the others in a single
sentence using Global vector algorithm(GloVe) [2]. Then we represent
each sentence by a vector calculated from the mean of words vectors in a
sentence.

4. In this phase we obtain a similarity matrix for all sentences using cosine
similarity [3].The similarity here refers to common content in sentences.

Cosθ = a.b
||a||∗||b|| =

∑n

i=1
aibi√∑n

i=1
ai

√∑n

i=1
bi

where,a.b=
∑n

i=1 aibi = a1b1 + a2b2 + . . .+ anbn
isthedotproductofthetwovectors.

5. After obtaining the similarity matrix in the previous phase.we convert it
into a graph where the links determined by a similarity relation between
them.Those links are used to obtain the vertices weight. The importance
of a sentence is based on the number of links that represented as score
for each vertex as shown in figure 6 using PageRank algorithm [4]. Let
the directed graph, G=(V,E) where V represents set of vertices and E
represents set of edges. The vertex score Vi is defined as follows: S(Vi) =
(1−d)+d∗

∑
j∈In(Vi)

1
|Out(Vj)|S(Vj) where d is a damping factor that can

be set between 0 and 1, which has the role of integrating into the model
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the probability of jumping from a given vertex to another random vertex
in the graph

Figure 13: Sentence Scores

6. The final phase is ranking the scores shown in figure 6 in descending order.
The highest scores create the final summary shown in figure 13.

Figure 14: Summary using TextRank

6 Human Interface Design

6.1 Overview of User Interface

Describe the functionality of the system from the user’s perspective. Explain
how the user will be able to interact with the system. Information that will be
displayed to the user is also involved.
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6.2 Screen Images

Figure 15: Guest Home Screen
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Figure 16: Sign Up Screen

Figure 17: Login Screen
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Figure 18: User History Screen
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7 Requirements Matrix

Requirement id Requirement type Description Status
1.Login Required User enters his

username and pass-
word to be checked
in the database.

Completed

2.Sign Up Required User enters his in-
formation to the
system.

Completed

3.Input text Required User enters key-
words to get
relevant articles to
them.

Completed

4.Aggregate News Required News are aggre-
gated from more
than one credi-
ble source to our
website.

Completed

5.Summarize text Required Relevant articles to
user’s keywords are
summarized to save
user’s reading time.

Completed

6.Recommend arti-
cles

Required Recommend some
other articles to the
logged in user to
read based on his
interests or what he
always reads.

In Progress

7.Get History Required Save user’s reading
history in order to
be able to recom-
mend him/her ar-
ticles that match
their interests.

In Progress

References

[1] Bartomiej Balcerzak, Wojciech Jaworski, and Adam Wierzbicki. Application
of textrank algorithm for credibility assessment. In 2014 IEEE/WIC/ACM
International Joint Conferences on Web Intelligence (WI) and Intelligent
Agent Technologies (IAT), volume 1, pages 451–454. IEEE, 2014.

[2] Jeffrey Pennington, Richard Socher, and Christopher D Manning. Glove:
Global vectors for word representation. In Proceedings of the 2014 conference

21



on empirical methods in natural language processing (EMNLP), pages 1532–
1543, 2014.

[3] Alfirna Rizqi Lahitani, Adhistya Erna Permanasari, and Noor Akhmad Se-
tiawan. Cosine similarity to determine similarity measure: Study case in
online essay assessment. In 2016 4th International Conference on Cyber and
IT Service Management, pages 1–6. IEEE, 2016.

[4] Peng Chen, Huafeng Xie, Sergei Maslov, and Sidney Redner. Finding scien-
tific gems with google’s pagerank algorithm. Journal of Informetrics, 1(1):8–
15, 2007.

22


