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Abstract—Visually impaired people struggle to live without
assistance or face any aspect of life alone especially with people
that cannot afford extra assistance equipment. Usually impaired
people receive assistance by either human or wearable devices.
The first one bears the burden on the human, while the second
adds financial burdens nevertheless the hassle of identifying
an object is not decreased. Smartphones are almost accessible
to everyone and equipped with accessibility features including
sensors that can be utilized to help both visually impaired and
sighted people. Thus, this paper proposes an approach using
Convolutional Neural Network (CNN), speech recognition and
smartphone camera calibration aiming at facilitating the process
of indoor guidance for visually impaired people. A smartphone’s
camera acts as the user’s eyes. A pre-trained CNN model is
used for object detection and the distance to objects is calculated
to guide the user toward the right directions and to warn
them of obstacles. The speech recognition part is used as a
communication channel between visually impaired people and
the smartphone. Also, the proposed approach supports object
personalising that helps to distinguish user’s item from other
items found in the room. To evaluate the personalized objected
detection, a customized dataset is created for two objects. The
experimental results indicate that the accuracy is 92% and 87%
for both objects respectively. Also, we experiment the detect
distance of two objects against their real distances. The results
achieve 0.05 and 0.08 error ratio.

Index Terms—Mobile application, visually impaired people,
object recognition, smartphone.

I. INTRODUCTION

Nowadays according to the World Health Organization [1],
visually impaired people are in outrageous growth due to the
leading causes of vision impairment, uncorrected refractive er-
rors, and Cataracts. Globally, it is estimated that approximately
1.3 billion people live with some form of vision impairment as
shown below in Fig 1. According to the latest survey provided
by the World Health Organization, there are more than 2.2
million people with visual impairment in Egypt, 900,000 of
which are totally blind. Many solutions have been devised,
however, they’re either too high in cost which makes them

unavailable and affordable to most of the people, or inefficient
products that can’t be used in natural environments.

Fig. 1 The ratio of visually impaired people to the world’s total population

The biggest challenge for a visually impaired person, espe-
cially for someone with complete vision loss according to
National Academies Press (US), is to navigate around new
places safely and as mentioned by Abbas et al. [2] getting
things of independence, which is one of the ultimate goals that
a person with impairment might strive to have. Many solutions
have been proposed to achieve this goal, but unfortunately
most of them are very expensive which makes them out of
reach for most of the people, especially in countries with high
poverty rates. External assistance might not be available all
the time, because people naturally don’t like to feel impaired
or to be completely dependent on others [3]. Smartphones
were considered in this approach due to their high availability
nowadays and due to their features and sensors that have
high accessibility that could be utilized for the aid of the
visually impaired, the camera is utilized to act as the user’s
eyes.Therefore, this paper will help them a lot in being
partially dependent on themselves. It’s not safe for visually
impaired people to navigate on their own because there might
be some obstacles or consequences along their way, as there
might be stairs or sharp objects in their surroundings, which
might put their life in danger, this approach also tends to
the need of object personalization as visually impaired people
usually need access to specific items that might not be present
in our object detection dataset.
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To this end, this paper proposes an approach using the deep
learning technique for object detection, text to speech voice
recognition and camera calibration.

In this paper, we proposed an indoor assistant [4] using a
pre-trained CNN [5], [6] as a type of deep learning methods [7]
for object detection to identify the needed object or obstacle,
text to speech voice recognition is implemented in order to
provide audible interactions with the user for simplicity and
ease of use for the visually impaired, we use camera calibra-
tion with the object detection model to provide distances to
objects and obstacles to accurately provide navigation tips and
directions, We use a cloud server to train personalized models
for each user using data of their own personal belongings.
In the following sections we are going to discuss the related
work in Section II, moving on to discussing our proposed
methodology explaining the used datasets and the data pre-
processing in Section III, then discussing how we tried to
achieve this methods in the experimental section in Section
IV as well as discussing the achieved results in Section V and
proposing our future vision for the project which is found in
conclusion and future work Section VI.

II. RELATED WORK

Several research efforts have been proposed to help visually
impaired people for example, Milios et al. [8] proposed a
mobile application that detects objects for the visually
impaired. They used a CNN on the images that the user
captures, they then used the predefined model of CNNdroid
library to classify the objects from the captured image, the
accuracy of Typewriter keyboard was (51.89%) and space
bar was (47.91%). The second function that was proposed in
this application is banknote recognition, to achieve this goal
they chose CraftAR SDK for android. Images of the desired
objects are then taken to be recognized and utilized with
CraftAR database and SDK. At last, they tested their system
on 10 people using a survey, and the results were good in
general and the application was well accepted.

Another work was proposed by Liang-Bi et al. [9]. In this
wok a wearable glasses is proposed for detecting front objects
and a walking stick to guide them through their route, mobile
devices application, and on-line information platform to get
help in case of collision to the user by sharing their GPS
to close friends or family members through mobile device
application. Eventually, it is mentioned that integrating deep
learning techniques for recognizing images and to develop
intelligent walking guiding related functions is on list as
future work.

Dhruv et al. [10] used point feature matching to identify
common public surroundings. They divided their system
into two modules: First one is by creating their template of
popular street signs(Pharmacy, special people..etc) and second
one is template matching using SURF (Speeded Up Robust
Features) which detects signs from captured images and
relevant points from the template. Eventually they reached

accuracy of 91.67% their problem was variation in color
and illumination in captured image or in the template. Their
future work includes increasing their accuracy as well as
number of common signs and implementing same concept in
the indoor navigation.

Meanwhile Laviniu et al. [11] developed a system using
smartphone sensors and additional two sensory modules, First
one is based on RaspberryPi platform with arm processor
and the other one is based on very popular Arduino platform.
In outdoors, it uses GPS modules to detect coordinates and
move from one point to another then speaks to the user
using TTS technology to speak to the user, from the other
hand mobile can recognize user commands using google’s
Voice recognition technology. Inside the building GPS is not
available, therefore it uses light sensors present in the phone
to do indoor navigation, it also uses accelerometer embedded
in the phone to detect the fall of the person and help the
call someone to help. Tests made show the efficiency of the
system, which can be improved with the development of
android based portable devices. Here come our project main
goal which is to achieve navigation and assistance for the
visually impaired people only using their mobile phone.

Varsha et al. [12] proposed android mobile application to
detect objects. First, the user should capture image of the
object then enhancements are formed on the captured image
like (sharpening..etc). Then, they used CNN which is found
in TensorFlow API to detect objects found in the image,
the application can work offline as they created their own
database which contains 80 classes of objects lastly they used
speech synthesis to generate a speech of the detected objects.

Manabu et al. [13] they made a mobile application to detect
the most common hazards that could face a visually impaired
pedestrian. They trained their dataset to detect stairs, bicycles,
crosswalks and sidewalks. If the application detected any of
the mentioned items, it should alert the user by vibrating. In
order to achieve this they used TensorFlow API and developed
their algorithm using CNN, in such experiment they used
637 images including obstacles such as stairs, bicycle, and
393 images of the scenes such as rail tracks, sidewalk and
crosswalk were prepared for training. Lastly, they achieved
accuracy of 90%.

Finally, Summan et al. [14] proposed an indoor navigation
system by applying three main functionalities. First, they used
localization as a prerequisite, so that once the user enters a
building their current position is fetched and stored in the
database. Then, they introduced a user profile where they can
store the user’s name, gender, height, and most importantly
the user’s steps length, along with the data from the mobile
sensors, such as gyroscope, compass, etc. Finally, path plan-
ning is done using the previously mentioned calculated data,
along with the building information model, to help guide the
user inside the building. The authors tested the system through
applying quantitative analysis.



III. METHODOLOGY

The following methods and operations have been carefully
chosen to best fit the proposed research, and positively enhance
the overall system performance.

A. Proposed Work
The proposed approach utilizes the smartphone’s camera to

recognize the user’s face using the facial identification module
[15] as an authentication step, also to capture real-time video
stream, then perform object detection and distance calculation,
the microphone is used to capture the user’s audio command
using the speech to text module, when the needed object is
located, navigation directions are generated and the text to
speech module is used to give the user audible directions. If
the user is in free roam mode, only alerts are triggered in case
the user will meet an obstacle shortly. The approach allows
searching for personalized items, that the user can add with
the help of a human assistant by capturing a video for this
object, and the images are processed and labeled to train a new
model in the custom object detection module. A flowchart of
the approach is shown in Fig. 2.

Fig. 2 flowchart of the proposed system

B. Dataset
The proposed system is composed of three main datasets

listed as follows:
1) Luxand Dataset:

Luxand FaceSDK returns the coordinates of all human
faces that appear in the picture – or notifies if no face
is found. FaceSDK can track all the faces appearing in
a video stream. It also allows finding out if a new face
appears in the frame, or if one of the subjects leaves
the frame. When tested on the FERET dup1+gallery
database (frontal passport-like photos), as mentioned in
documentation [16]. It successfully detected 99.5% of
the faces, with only 0.05% false positives. The proposed

system uses this dataset with the face authentication
module.

2) Coco Dataset:
Common Objects in Context (Coco) dataset, which
contains around 123,287 images [17], is a large-scale
object dataset made by tensorflow to detect common
objects.

3) Customized Dataset:
The following dataset items vary according to each user,
since that its made of the objects that the user wants
to recognize, such as having his very own key that
unlocks a specific door. The user’s assistant takes 10
images of the desired object from different angles, the
system then transforms them with specific width and
height coordinates, in order to start the feature extraction
process. Finally, the dataset record is generated and
linked with the user ID, which was previously generated
from the face authentication module.

C. Data Pre-processing
The methods used in the commands extraction process are

thoroughly explained in this section.
1) Audio To Speech Conversion:

We used Google Speech-to-Text which enables devel-
opers to convert audio to text by applying powerful
neural network models in an easy-to-use API. The API
recognizes 120 languages and variants to support your
global user base. You can enable voice command-and-
control, transcribe audio from call centers, and more. It
can process real-time streaming or prerecorded audio,
using Google’s machine learning technology.

D. Processing and Classification

Nowadays, TensorFlow API is one of the most common and
accurate APIs in object detection and classification as well as
drawing bounding boxes and recognizing 80 different classes
[18] of objects as a result it was used in the proposed system.

IV. EXPERIMENTAL SECTION

A. Classification
1) General Object Detection (Model 1): To build a CNN-

based model, it is necessary to prepare huge amount of image
data for object to be classified to achieve high accuracy, so
the proposed general object detection approach uses a pre-
trained TensorFlow Lite object classification model for object
detection [19], The model is trained on the coco dataset
using quantized Mobilenet SSD [20] the dataset used contains
only indoor objects such as mobiles, chairs and tables. The
model has been trained to detect 80 object categories such
as mobiles, people, and chairs. When passed an image, it
will output a set of detection results which are discussed in
the processing section below, this model crops images to size
300x300 pixels using image transformation with RGB values
for each pixel, and returns the location of the detected object,
the classification of that object from the available labels and



the confidence score that the class was detected successfully
and the number of objects in the image, in this approach this
model uses video stream from smartphone camera as input.

2) Customized Model (Model 2): The purpose from this
model is to allow users to add their objects to be detected
to differentiate between two objects of the same category and
to allow users to add objects of new categories. To build a
new object dataset the user takes a 30 seconds video which is
then divided into 600 frames captured using a smartphone’s
camera in a well-lit indoor environment. The dataset of each
object captured frames is saved as a collection of images.
Our training process make use of transfer learning which
is the usage of an already trained model to train on your
data. This makes the training process taking less time and
usually producing better results. For this model we will use
Single Shot Detector(SSD) with MobileNet (model optimized
for inference on mobile) pre-trained on COCO dataset called
SSD MobileNet v2 quantized COCO ,also faster R-CNN is
better in the accuracy and more faster, but we cannot use it as
cannot be converted to tflite format. To make this TensorFlow
model running on a mobile, it is important to start by creating
a TensorFlow frozen graph that can be used with TensorFlow
lite, then converting the frozen graph to the TensorFlow Lite
flatbuffer format which allows the creation of the TensorFlow
Lite model which is then assigned to the user after the
validation process is a success. The personalized model is then
assigned to the user and saved in the database along with the
label map so that the user can call the model to detect the
object trained whenever needed.

B. Navigation
This proposed module is built upon the two previous models

after the user specifies the needed object and it is detected this
module takes place.

1) Distance Measurement
There are three approaches when calculating distance
listed as follows:

a) Using Trigonometric Functions based on Elevation
angle

b) Using Mobile Accelerometer data
c) Using Triangle Similarity

The first two approaches depend on the mobile sensors
and the angle of which the mobile is hold which results
in overhead processing and change of distance value due
to minimal movement of hand. The visually impaired
person is not guaranteed to hold the phone steadily,
so we decided to use the third approach based on
Triangle Similarity [21] which depends on simple math
and minimal camera calibration [22] to increase process
speed. The triangle similarity proves that both real time
triangle and the captured triangle between the user and
the object are similar and since distance is directly
proportional to the pixel width of the object adding the
focal length of the camera [23] to the equation helps us
deduce the formula for measuring the distance as stated
by the equation

D = (W × F )/P

where D is the distance to the object, F is the focal
length of the camera, W is the real width of the object
saved in a HashMap [24] containing average width of
each object and P is the collected width of the object in
pixels. The distance is measured in inch and converted
into feet to be able to tell the user the number of steps
needed to reach object. We calculate the focal length of
the smartphone camera used and to get the pixel width
of the object we used the width of the recognition
bounding box.

2) Obstacle Detection
To label objects as obstacles we used simple math
approach as well after objects are detected and distance
is measured to each object the specified object is
labeled as needed object while other objects that their
distance is less than the threshold which is equal to the
distance covered by one human step or if the object
area covers more than 80% of the camera’s screen area
and the object is labeled as an obstacle.

3) Navigation
The purpose of this module is to safely navigate the user
through his/her way to finding their object and it also
gives the user an option to safely navigate through the
room without a destination. The model also identifies
the specified object. If there are multiple objects of
the specified type, the user will be navigated to the
nearest one. The model will then identify the coordinates
of the bounding box for that object and identify its
position. And after distance is measured the model will
pronounce the direction for the user to take. The model
will keep track of the distance, and once it reaches the
threshold the user will be notified that the navigation
process is finished. If the distance increases between the
user and the object, or the object is no longer detected,
the user will be notified with a sound message. This
model will also navigate the user away from obstacles by
pronouncing a direction that contains no objects labeled
as obstacles [25].

V. RESULTS & DISCUSSION

A. General Object Detection (Model 1) :

TensorFlow Object Detection API can be used with different
pre-trained models. In this work, a SSD model with MobileNet
(SSD MobileNet v1 COCO) was chosen. The model had been
trained using COCO dataset which consists of 2.5 million
labeled instances in 328 000 images, containing 91 object
types such as “person” and “bottle” as in Fig. 3. The SSD
MobileNet v1 COCO-model is reported to have mean Average
Precision (mAP) of 21 on COCO dataset.



Fig. 3 Object Detection

The pre-trained SSD model was able to recognize the bottle
with accuracy of 80% but was less sure about the identity of
the cup with accuracy of 68%

B. Customized Model (Model 2) :

1) Prepare Dataset:
The dataset of each object captured frames is saved as a
collection of images, these images are big in size, because
they have a very high resolution, it was then required to
transform [26] them to a lower scale, so that the training
process could be faster and fit the input size for SSD quantizied
model(300*300). The dataset is split into training set and
testing set with ratios of 0.8 and 0.2 respectively. It is vital to
create TFRecords that can be served as input data for training
of the object detector, so it is needed to extract features of
the object from each image by manually tagging the objects
in the images using LabelImg as in Fig. 4 and convert it to
a TFRecord. Finally, everything is in place and ready to train
the model using quantized Mobilenet SSD classifier . Only
remaining problem: region proposal methods such as R-CNN
are more accurate.

Fig. 4 Trained data image being labeled using labelImg.

1) Training Process:
The pre-trained SSD model (SSD MobileNet v1 COCO) was
fine-tuned for our dataset using manually labeled images. A
provided configuration file (ssd mobilenet v1 coco.config) was
used as a basis for the model configuration (after testing
different configuration settings, the default values for config-
uration parameters were used). The provided checkpoint file
for SSD MobileNet v1 COCO was used as a starting point for
the finetuning process. The training was stopped after 17400
time-steps when the mPA somewhat leveled out as in Fig. 5.
The mAP value increased up to 8000 time-steps. However,
the mAP values kept fluctuating even after that, which raised

suspicion that even longer training might improve the detection
results. Training the model in colab server took over 20 hours
with CPU or, alternatively, about 2 hours with GPU for each
model. The total loss value was reduced rapidly for models
due to starting from the pre-trained checkpoint file as in Fig.
6.

Fig.5 Development of mAP when training model

Fig. 6 Development of loss when training model

A concern rose from the analysis of the results that models
had not reached the optimal number of training steps at
17400 time-steps (for instance, the fluctuation in mAP level
between time-steps as in Fig. 5). Therefore, the models were
further trained up to 200,000 time-steps to increase value of
mAP.

1) Results:
The shown results in table I are the results of the customized

object after training our model.

TABLE I: Accuracy.

Distance Accuracy
Objects Class NImages Input size Accuracy

ob.1 Powerbank 600 300*300 0.92
ob.2 Book 600 300*300 0.87

C. Distance Measurement :

Measuring distance results shown in table II using equation1
were satisfying in distances between 50 inches and 100 inches,
which was sufficient for guiding the user to objects but insuf-
ficient for close range obstacles,hence they were addressed in
the navigation module using a threshold for the size of the
objects detected on the frame.

TABLE II: Error Ratio.

Distance Accuracy
Real Distance(inch) Detected Distance Error Ratio

100 95 0.05
50 46 0.08



The proposed system has been thoroughly compared with
Summan’s et al.’s [14], their system as mentioned earlier in
the similar systems section, calculated the distance and fetched
the best route to the user with the accuracy mentioned in table
III below.

TABLE III: Similar System’s Calculated Route Distance.

Paths User 1 User 2 User 3
Accuracy Accuracy Accuracy

Path 101-105
(42.89m) 0.9 0.8 0.7

Path 104-107
(49.1m) 0.55 0.88 0.5

Through a video stream, the proposed system is able to
display the best path available, hence, when compared to the
other similar systems, the system provides a higher, more
precise accuracy, through a better, more reliable approach
shown below in table IV.

TABLE IV: Proposed System’s Estimated Distance

Paths User 1 User 2 User 3
Est.

Length Acc. Est.
Length Acc. Est.

Length Acc.

Path A (2.54m) 2.4 0.95 2.35 0.92 2.2 0.87
Path B (1.27m) 1.2 0.92 1.1 0.88 1.08 0.85

VI. CONCLUSION & FUTURE WORK

This paper provides a study for building an Android soft-
ware paper that recognizes indoor objects using a smartphone
camera, and returns a navigation guidance to reach the spec-
ified object while detecting obstacles, in order to support
in-door roaming and locate specified objects processes for
visually impaired people.As a future work, implementing this
application for iOS developers is also needed so cross platform
techniques will be needed [27], we will also improve the per-
formance of the general detection model by increasing the ob-
ject categories that can be identified. However, if the categories
to be detected are increased, the recognition accuracy may be
lowered, therefore, some measures for this process are needed
and transfer learning [28] methods should be approached. To
improve the performance of the obstacle detection model,
parallel processing can be used for accelerating the detection
process.
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