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Abstract—With the growth rate of modern technologies,
Computer-based learning environment receives attention for aca-
demic goals. In this environment, a computer provides learners
with a set of learning contents divided into learning levels.
Usually, Computer-based learning environment research efforts
detect the next level of the learner automatically based on
the correct responses of the learner on a test at the end of
every learning level. Different efforts use fuzzy approaches to
handle the uncertainly in the learning environment. In this
paper, a machine learning approach is proposed to detect the
current education level of the learner based on a recorded facial
expressions of the learners as well as important features of
the learning environment. Several classifiers are employed to
recognize the education level. The evaluation of the proposed
approach on a real dataset shows that Support Vector Machine
(SVM) outperforms the other classifiers and achieves accuracy
of 87%. The paper also presents a regression method to detect
the learning level as a continuous value. The evaluation of the
regression methods shows that the Linear Regression with mean
squared error of 0.0048 outperform SVR.

Index Terms— E-learning, Facial expressions, SVM, SVR,
Decision tree, Linear regression.

I. INTRODUCTION

A computer environment becomes popular for academic
purposes with the pace of growth in technologies. A program-
ming system provides a learner in this environment with a
collection of learning resources separated into learning stages.
The computer-based learning system typically determines the
next stage of the learner based on his responses to a placement
test at the completion of the current phase of learning correctly.
This way of detection does not usually obtain an accurate
solution and it may affects the learner’s educational level as
a decision from the e-learning system because we ignored the
psychological part. That why we need to take into consider-
ation the facial expression of the learner during the learning
activity. Many research papers were proposed to predict the
learner’s next stage. During the course test at the end of the

study sessions, most efforts used the validity of the answer
solely. Other measures in the learning process used fuzzy logic
to manage the ambiguity of multiple parameters. The type of
research includes the facial expressions of the learner to make
the results of the placement test more accurate. That is the
weight of the facial expressions through the learning process
as a psychological point [1].

The environment of e-learning may be exposed a
problem such as showing accurate decisions in upgrading
or downgrading the learner in his learning process. Such
a problem can be avoided by taking into consideration the
psychological part of the learner through facial expressions.
Machine learning is one of the popular approaches that learn
from data and design a model that automatically classifies
the proper actions. Machine learning can help in detecting
the level of education of the learner and therefore can
generate a model for the detection of specific decisions in
this field. Therefore the main contribution of this paper is
to propose a supervised approach of machine learning to
identify a learner’s level of education. The proposed method
evaluated on a real data found in [2]. A machine learning
technique is used to predict the learner’s current level of
education considering both the learner’s facial expression
and critical learning environment features such as the answer
validity, current level, elapsed time and his facial expressions
through the end of the current learning level. We evaluated
the proposed model based on multiple metrics such as
precision, accuracy, and recall. Using these types of metrics,
we can provide a simple indicator of model generalization
over training data. The experimental result shows that when
compared with the other approaches the proposed machine
learning model is efficient.

The content of the paper is arranged according to this.
Section II presents many related works. Section III explains
the overall approach. Section IV discusses the experimental
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results. Finally, the paper is concluded in section V.

II. RELATED WORKS

This section discusses the efforts of the computer based
learning the environment. We classify the research effort into
those research efforts that take the facial expression to detect
the next level and those research effort that take fuzzy logic
to detect the facial expressions.

A. Emotion recognition in E-learning

Many papers detect face and emotion with many algorithms:
According to Krithika L.B and Lakshmi Priya GG [3], by
pointing to realize the finest features in learning by improving
the way of concentration throw understanding and adding the
enthusiastic state of the learner during a learning engagement.
They recognize and classify the feelings of the learners and
give real-time feedback to improve and support the education
level. Chasing the eyes and head movement is the best way
to detect the face and emotion recognition. Therefore they
classify learner’s involvement within the subject by extracting
three levels of concentration which are: High, Medium, Low.
The authors utilized frequently of algorithms within the
system such as Viola-Jones is used for solving the problems
of features detection and emotion recognition to extract the
specifics of the face region. Local Binary Pattern (LBP)
is used for quick computation and is efficient to name the
facial features. Ada Boost is an algorithm that takes visual
characteristics and performs different cycles. Neural Network
points to improve performance over a single network between
several networks, in this manner avoiding complexity in
selecting the non-facial object. By checking them on the
understudy at that point;they get tests.

By utilizing the Viola-Jones algorithm to identify facial
expression, the paper in [4] takes the expression of the
students for improving the way of education for getting the
finest results. By getting the expression of the student and
provide the educators’ feedback around the mood and his
weighted enthusiastic state that he felt in this circumstance.
The Viola-Jones algorithm is more likely in facial detection
in terms of real-time operation and quick detection. There are
six fundamental categorized feelings (Joy, Fear, Pity, Anger,
Shock, and Disgust) and that’s what the authors worked on.
There are many several classification algorithms that offer
assistance in recognizing the facial expression, they utilized
the finest precision rates that were applied utilizing the
K-nearest neighbors (kNN) algorithm. The authors utilized a
lot of strategies within the proposed system, Student Emotion
Recognition System (SERS), such as for image processing
(Open CV Libraries) and for machine learning (sci-kit-learn,
NumPy, pandas, etc.) processes. The authors catch one facial
around the student and provide feedback to the instructor
about the caught facial. This will cause inaccurate feedback
around the teachers because of what could be back from
expressions. Finally, we utilized another algorithm that can
classify the feelings of the learners it was CNN that is

different than they compared to other algorithms.

Chen et al [5] aimed to enhance the e-learning by
capturing images of learners to detect their facial expressions.
The authors employ many processes for detecting facial
expressions such as Neural Networks (NN), SVM and Hidden
Markov Models (HMM) along with Active Shape Model
(ASM) [6] to discover face and position with the VOSM [7]
method and Gabor wavelets to get facial appearance
information. They identify facial expression through two
classes: first one features extract from inactive pictures and
the second one use pictures series in a current video. Another
paper focuses on facial expression in e-learning which is
Chih-Hung Wu [8], who implemented a facial expression
recognition system (FER) to improve the performance of
our e-learning systems. And facial expressions are able
to supply critical proves about feelings [9]. Such system
is similar to the previous system [5] by using SVM but
authors used decision trees along with SVM. They managed
a database called JAFFE to save faces that are detected by
using FaceSDK.

In [10], the authors’ opinion is that facail expression and
emotion recognition have a very vital part in intelligent e-
learning systems. The authors made recent studies about the
related work [11] [12] [13] [14] have shown that emotions
and expressions have an essential role in the learner learning
processes. This paper uses a Convolutional Neural Network
(CNN) to create a system that detects facial expression recog-
nition with the target to utilize it in the e-learning system. They
used two types of datasets CK+ [15] [16] and KDEF [17]
to train and test the system and in addition to these datasets,
they use another dataset similar to paper [5] and paper [8] and
this dataset called Japanese female facial expression. They use
Open CV as a preprocessing step to detect the human face and
edit it. At that time they implement the CNN algorithm as a
second step to extract the function. Finally, they classify the
network’s full-linked facial emotion.

B. Fuzzy interference system

Similar work is proposed in [18], the authors presented an
adaptive learning environment using the facial expression and
fuzzy logic. In their work, the CNN is used to detect the learner
facial expression and is trained using FER2013 [19] and used
OpenCV [10] for feature extraction. In their proposed work,
the learnt features of the learner is fed to a fuzzy inference
system for detecting the next learning level. However, the
evaluation of the systems did not take machine learning into
consideration, the authors used a fuzzy inference system using
domain expert to detect the next level.

According to Ramón Zatarain-Cabada in his research
paper [20] discussing the usage of the fuzzy logic engine,
emotional facial and text. The system starts with testing
the student for his placement test to define the starting
level. Exercises variables (exercise validation, amount of
compilations and time required) are the main core input for



taking a decision with emotional state variables (facial and
text emotion). By taking only one image about the emotional
state of the student and text emotion with the exercise
variables. The system uses a fuzzy logic engine to achieve
a new user-level by merging the present level, variables of
exercise and variables of emotional state. Every time the
student completes an exercise. The process to get a new level
is performed. The emotion recognition method works with
two recognizers, where the first is a method for recognizing
emotion through facial recognition. Throughout this process,
when he/she solves the exercise the system capture a
photo of the student. For the face, authors use a feature
extractor which was implemented with OpenCV library
along with neural network implemented to identify emotions.
The emotions which the face recognizer identifies are joy,
surprise, sadness, anger, and neutral emotion. The fuzzy rules
output is the next level of the student’s level (beginner, basic,
intermediate, and advanced) and by using the java library
named JFuzzyLogic for implementing the fuzzy system and
semantic algorithm for the text emotion. The facial expression
is able to distinguish emotions with a realization rate of 80
percentages as good results. The emotion recognizer based
on text dialogues achieved a realization rate of 85 percentages.

In [21], it was proposed that e-learning applications could
benefit from such emotion detection tools for more realistic
interactions, as they capture learner’s data constantly and
hidden [22]. It was difficult to detect face and facial ex-
pressions correctly while distracting light shines directly into
the learner’s face [23]. The method is based on fuzzy logic,
using the induction of unordered fuzzy rule (FURIA algorithm
[24]). The fuzzy logic method uses the supervised machine
learning method to supply more desirable performance be-
cause fuzzy logic rules can easily be created from a dataset
of recorded emotions, whereas alternative machine learning
methods such as Neural Networks, Bayesian Network, and
Decision Tree will need wider implementation [25]. Started
from an existing database (CK+). Based on this, they next
created a database of emotions including the rotated images,
they then created cosine values of facial landmarks for training
and testing purposes then used fuzzy rules. They developed a
small app that used Dilb [26] (open source library aims to
supply a similarly rich environment for the development of
python language machine learning applications and methods
for classification, regression, clustering, detection of anoma-
lies). They extracted 68 facial landmarks from each image and
made 54 vertices in their database for 18 related triangles,
using every three significant landmarks. Then, they stored all
the cosine values in the form of a WEKA attribute-relation file
format (arff) [27] along with the relevant emotion labels of
each image of the CK+. The arff file is a textual database
that specifies a list of instances share a set of attributes:
each instance is defined with 55 attributes, respectively called
Cosine0, Cosine1, Cosine53 and Emotion. By loading the
database into WEKA 37 they could create so-called FURIA
fuzzy rules, allowing them to automatically detect and identify

emotions from facial expressions. This study achieves an
average accuracy of 83.2 percentages which is equivalent to
human performance [28] [29]. In fact, it can identify multiple
faces in an image simultaneously. A number of game engines
and e-learning environments can be quickly ported.

III. OVERALL APPROACH

We present a machine learning approach to classify the
learner features and eventually, integrate the classifiers into
a proposed systems. The proposed system that comes out of
this paper, is shown in Fig. 1. The proposed system adopts
the idea and learning modules of the work found in [18]. In
the adopted work, a facial expression module, based on a pre-
trained CNN model, is used to detect the facial expressions.
However, different to the work of[18], our proposed system
system detects the learning level after feeding the learning
parameters to a machine learning classifiers.

In the proposed system, the prediction level module of
the machine learning technique based on four fundamental
features based on the trained data included in [2]. These
important features are listed as follows:

-Answer Validity : which represents the ratio of the
total right answers entered the exam checker to get it as a
feature for the classifier.

-Current level : which represents the current level of the
learner through placement test for detecting his level for
setting the right materials.

-Test Elapsed Time : which system counts the time of the
test to get the accurate time that he/she completes the test.

-Facial Expressions : which system captures through the
whole exam.

Also, the dataset contains the aggregated emotional states
that have been detected from the learner’s facial expressions
during exams.

By merging the previous features,the system extracts
and adding them to the dataset to be classified by the SVM
classifier. The reason behind choosing SVM classifier is
that SVM achieved the best classification results through
experiments as we show in the next section.



Fig. 1. The process of proposed system

In general, classifier’s evaluation is performed using
multiple classification matrices. Accuracy, precision and
recall are among these requirements. They are determined
according to the equations below:

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

Where TP is the number of true positive, TN is the number
of true negatives, FP is the number of false positives, and FN
is the number of false negatives.

IV. EXPERIMENTAL RESULTS

This section describes the experimental results of the pro-
posed approach. By evaluating the proposed approach on the
dataset in [2] to classify the next desired learning levels
of the learner. Firstly we describe the dataset used in the
training of the machine learning approach. Then, we discuss
the evaluation of the results on two different machine learning
techniques namely classification and regression.

A. Data Description

The dataset is taken from [2] and is formed of 1753
instance data of different emotional states of several learners
of different skills. The data contains 6 different levels of
difficulties called Starter, Elementary, Pre-intermediate,
Intermediate, Upper-intermediate, and Advanced with
corresponding ranges [0, 0.15], [0.15, 0.35], [0.35, 0.55],
[0.55, 0.75], [0.75, 0.95], [0.95, 1]. Table I summarizes the

dataset. This dataset in addition contains some features as
desired learning levels as shown in Table II. This dataset
contains in general 71 records of learning levels and contains
features including Answer Validity, Test Elapsed Time, Seven
Facial Expressions, Current Level, and labeled with Desired
Level. The labeled class is an unbalanced distributed of
Desired Level which has 6 different levels of difficulties it
was continuous values then we used the discretization method
to manipulate those values with interval numerical ranges,
also removed from the dataset the unused features.

TABLE I: Summary of the data [2]

The Trained Data

Individuals
Instances
of learning
activities

Minimum
learning
activities
per each
individual

Maximum
learning
activities
per each
individual

Instances of
emotional
states

12 72 4 9 1735

TABLE II: Statistics of the Desired Level [2]

Total Numbers of each levels
Desired
Level Starter Elem.

Pre-
INTER INTER

Upper-
INTER Advanced

71 16 25 27 3 0 0

B. Results

To experiment the data, we perform two different exper-
iments. The first one is to apply classification technique to
predicate the class of next learning activities. The second
experiment is to apply regression approach to predict a con-
tinuous value representing the intended learning level.

After preprocessing the dataset, as step presented in
Section IV to extract the features, the dataset is spilt into



training and testing using the ratios of 0.8 to 0.2 respectively
for the classification purpose. The first experiment goal
is to choose a classifier to develop a machine learning
model to classify the next learning level. The Accuracy,
recall, and precision is taken as a performance measure
to evaluate the classifiers. By applying SVM as well as
DecisionTreeClassifier and KNN as they are among the best
performance classifiers in the literature. Figure 2 illustrates
the accuracy of both KNN, DecisionTreeClassifier, and
SVM. The SVM classifier achieved the highest accuracy
percentage of 87% while DecisionTreeClassifier 73% and
KNN 53%. In addition to accuracy, precision-recall is a
effective measure of success of prediction when the classes
are very imbalanced, Figure 2 shows the evaluations of
those classifiers in terms of precision and recall respectively
for each classification model. Also, Figure 2 represents the
precision of KNN, DecisionTreeClassifier, and SVM. The
SVM classifier achieved the highest percentage of 87% while
DecisionTreeClassifier 78% and KNN 50%. Finally, Figure
2 represents the recall of KNN, DecisionTreeClassifier, and
SVM. The SVM classifier achieved the highest percentage of
87% while DecisionTreeClassifier 73% and KNN 53%.

Fig. 2. Describe the Accuracy, Precision, Recall of KNN, Decision Tree and
SVM in different Classification Model

The second experiment goal is to choose a regression
model to create a machine learning model to predict the
next learning level of the learner without discretization of
the desired level column. We applied two regression models
namely Linear Regression, and Support Vector Regression
to compare between them in terms of mean squared error.
The mean squared error of the two regression models is as
shown in Table III. The Linear Regression achieved the best
mean squared error = 0.0047480174 while Support Vector
Regression (SVR) = 0.0103258427.

TABLE III: Mean squared error of KNN, DecisionTree and SVM

Regression Mean Squared Error
Support Vector Regression (SVR) 0.0103258427
Linear Regression 0.0047480174

V. CONCLUSION

Nowadays, E-learning faces a very important problem that
is showing accurate decisions in upgrading or downgrading
the learner in his learning process. To prevent this problem
we proposed a machine learning approach to detect the next
level of the learner in e-learning environment. In particular,
the paper proposed two different machine learning techniques
namely classification and regression. First, several classifiers
have been tested using a real dataset of previous learners. The
classification accuracy has shown that SVM with accuracy
87% accuracy outperformed the other classifiers.The regres-
sion approach has shown that the linear regression outperforms
SVR in terms of mean-square error. The Classifier is inter
grated into a system that is used for future predication of the
learner.
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