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Table Tennis became popular to reach 16 million players.

Introduction(1/2) 

Main Joints used in Table Tennis
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Forehand

Backhand

Number of participants in table tennis in the United States from 2006 to 2017



Stroke started with extended elbow

Introduction(2/2) - Common Mistakes

Straight waist

Waist within
45 degrees

Wrong waist movement 3

100°



Related Work (1/2): Average accuracy stroke detection and classification 

► Device used: mobile device.

► The system detects and classifies tennis 
strokes: forehand and backhand. 

► Algorithm used: Decision Tree

► Average accuracy 69.63% and 77.21%

► Detection the wrist movement.

► Online Feedback.

Waraporn Viyanon, Vimvipa Kosasaeng, Sittichai Chatchawal, and Abhirat Komonpetch. 2016. SwingPong: analysis and suggestion based on motion data from 

mobile sensors for table tennis strokes using decision tree. In Proceedings of the 2016 International Conference on Intelligent Information Processing (ACM). 
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Related Work (2/2): Sensor fusion
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► Aim: Human Action Recognition.

► Sensors used: Kinect and Internal sensors.

► Dataset: Berkeley MHAD.

► Fusion techniques: Image fusion, CCA 
fusion, Multi-model layer fusion.

► Algorithm used: CNN and SVM.

► The technique increased the classification 
accuracy to 98%

Ahmad, Zeeshan & Khan, Naimul. (2019). Human Action Recognition Using Deep Multilevel Multimodal (M2) Fusion of Depth and Inertial Sensors. IEEE Sensors Journal. PP. 1-
1. 10.1109/JSEN.2019.2947446. 



Problem definition

Enhance the classification accuracy 

and provide online real-time 

feedback for enhancing the player 

stroke style by monitoring different 

body joints.
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System Overview
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Pre-processing – stroke segmentation
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• Stroke was cut before or after the 
stroke finishes.

Timestamp based

• Neglected unwanted movements 
and achieved more accuracy than 
timestamp by 20%

Euclidean distance based
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Pre-processing – Sensor fusion

Smart Band ClassificationCurve Fitting
Data 

obtained
Merged data 
list between 
both sensors 

• Kinect, Accelerometer 
and Gyroscope data 
synchronized and 
merged.

IR depth camera

Wrist Joint
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Curve fitting



Curve fitting methodologies

CF Equations Constraints Graph Curves

1

𝑎 × 𝑒−𝑏 × 𝑥

+ 𝑐

No constraints Blue Curve

2 0 < a <= 3.0;

0 < b <= 1.0;

0 < c <= 0.5;

Red Curve

3 𝑎 × 𝑒𝑏 × 𝑥 Initial guesses a = 

2.088; b = 0.060

Green Curve

The usage of the curve fitting equations depends on the type of data. According 
the following graph shows that equation [1] was the most optimal equation used 
in the system.
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Processing

11Through system we used Software engineering design patterns.



Why FastDTW Algorithm?
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Input

Output

• 2 Arrays:

1- Each array from the dataset.

2- Filtered array of stroke intake.  

• The algorithm is able to find the optimal alignment 

between the two time series.

• It finds the nearest optimal alignment between the 

2 arrays and compare them and get the shortest 

distance between the 2 waves.

• FastDTW complexity is O(N) time and memory.



Output
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❑ Coach Module:
❖ Strokes made by player.
❖ Real-time player rating.
❖Mistakes took place.

❑ Player module:
❖ Vibration.
❖ AR Application for data viewing.

❑ Reports Module:
❖ Daily, weekly, and monthly.
❖ Player’s performance comparison.
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Challenges

Provide a 
real-time 

application.

Increase 
classification 

accuracy.

Detect stroke 
mistakes 

according to 
different 

joints.

Notification 
system 

acceptable by 
player’s 

environment.



Experiments Setup (1/3) – Usage of Kinect

• Test different algorithms on  
Kinect usage.

• Make a user dependent and 
independent study on the 
algorithms.

• Over all data collected is 960 
strokes from 6 different players.

Kinect
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Experiments objective



Experiment 1.1 – Algorithm Comparison on Kinect usage

FastDTW achieved 
high accuracy 96% 
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Experiment 1.2 – User dependent and independent

user-dependent classification P-value 
was 0.015984569 which means there 
is a difference in the algorithm 
accuracy, depending on the user.

user-independent classification, there 
was a statistically significant difference 
between groups was determined by one-
way ANOVA (F(3,36) = 6.808490236, p = 
0.000942206).
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Experiments Setup (2/3) – Sensor Fusion

Smart Watch

Kinect
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• Compare between the usage of 
different sensors and sensor 
fusion.

• Test different algorithms on 
sensor fusion technique.

• Over all data collected is 1000 
strokes from 8 different players.

Experiments objective



Experiment 2.1 – Sensor fusion & Sensors comparison
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Detection accuracy 
increased for all joints:
Wrist by    39.7%
Elbow by    11.5%
Shoulder by    6.8%
Waist       by    6.5%
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FastDTW Logistic Regression Random Forest Decision Tree CNN
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Average Time (Single Stroke) 0.98 sec 1.73 sec 2.08 sec 0.99 sec 2.15 sec

Experiment 2.2 – Classification accuracy on fusion



Experiments Setup (3/3) – Usability Study

• Enhance the user feedback by 
using Augmented Reality.

• Measure the learning style 
enhancement of the system.

• The system was tested on 50 
different players.

Smart Watch

Kinect
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Experiments objective



Experiment 3.1 – Usage of Augmented Reality

28%

72%

YES NO

NO YES

80%

20%
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The usage of AR was reported as highly comfortable 40 of 
50 of the players were very satisfied.

Comfortability Chart for the usage of AR Distractibility Chart for the usage of AR 22



Experiment 3.2 – Usability study on Learning Style
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Each session contains the average 
percentage of mistakes done by 
players on different strokes. The 
players performance improves 

through the usage of the system.
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Demo
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Video is uploaded



Feedback on system
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Video is uploaded



Contribution
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1. Created real-

time application 

with the usage of 

kinect sensor.

Published a paper in The 11th International Conference on Ambient Systems, Networks 

and Technologies in Poland. Titled as “Online detection and classification of in-

corrected played strokes in table tennis using IR depth camera.”

2. Added more 

error types, and 

increased the 

classification 

accuracy.

Published a paper in the 17th International Conference on Mobile Systems and 

Pervasive Computing in Belgium. Titled by “IPingPong: A Real-time Performance 

Analyzer System for Table Tennis Stroke’s Movements.”

3. Sensor fusion 

and measure 

classification 

accracy with time 

responding.

Submitted a paper in INASS Journal. Titled by “Multi-Sensor 

Fusion for Online Detection and Classification of Table 

Tennis Strokes.”

4. Supported the 

system with AR 

for notification, 

and made a 

usability study.

Submitted a paper in JSPAN Journal. Titled by 

“Usability Study for a comprehensive table 

tennis AR based training system with the focus 

on players' strokes.” 



Any Questions?
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Future work

• Increase the size of the dataset to 
maintain system stability.

• Add an extra sensor to detect the legs' 
movements of the player.

• Evolve the system to be working on 
multi-classifier layers.

• Enhance the AR system used from just 
notification to a full guide AR system.

• Involve the system into a computer 
training game at home.
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Experiment 2.3 – Classification accuracy on fusion



Class Diagram
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Design Patterns Used

1. Strategy – for the extistance of different 
algorithms to apply on expriments.

2. Singleton – for database connection.

3. Observer and Facade – for the 
notification system in the application. 

4. Decorative – for the presence of different 
reporting methods and modules. 
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Dataset Screenshot
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Backhand 
Topspin

Backhand Push

Forehand Push

Strokes
collected 

for 
dataset:

Forehand 
Topspin

Backhand Drive

Forehand Drive

Start low, 
racket 

facing down

Racket faces up 
wards and move 

by the ball

Stroke ends up 
and wrist 

aligent with 
elbow

Waist bended

Wrist is slightly 
bended

90°

135°

45°
40°
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Android Application overview

Player 
Module

Receive 
Notifications

Training 
Session

Performance 
Reports

Profile View

Coach 
Module

CRUD Players
Listing 
Players

Profile View
Send 

Notification
Comparison 

Report
Each Player 

Performance

Club 
Manager

Profile View
CRUD 

Coaches
Listing 

Coaches

Admin

CRUD Club 
Manager

List Club 
Manager
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FastDTW Algorithm

• They introduced FastDTW, a linear and accurate 
approximation of dynamic time warping (DTW).

• FastDTW uses a multilevel approach that recursively 
projects a warp path to a higher resolution and 
refines it.

• Result: an average error of 8.6% with a radius of only 
1, and increasing the radius to 20 lowered the error to 
under 1%.

Toward accurate dynamic time warping 
in linear time and space

S. Salvador and P. Chan, “Toward accurate dynamic time warping in linear time and space,” Intell. Data Anal., vol. 
11, pp. 561–580, 10 2007.
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Curve fitting

• This study proposes a curve fitting 
approach for classification problems. 

• Results show that proposed classification 
approach with optimum values of 
constants and optimal feature set based on 
curve fitting has high accuracy rate.

Ahsaee, Mostafa & sadoghi yazdi, Hadi & Naghibzadeh, M.. (2011). Curve fitting space for classification. Neural Computing and 
Applications. 20. 273-285. 10.1007/s00521-010-0383-7. 
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Kalman Filter Algorithm

• They proposed a novel algorithm to improve accuracy 
of Kinect skeletal joint.

• Using a second order Kalman filter with adaptive 
measurement noise to accurately track dynamic 
trajectory joint center location over time. 

• Results: The STD of the bone length computed 
improves by at least 40%.

Improving Joint Position Estimation Of Kinect Using Anthropometric 
Constraint Based Adaptive Kalman Filter For Rehabilitation

P. Das, K. Chakravarty, A. Chowdhury, D. Chatterjee, A. Sinha, and A. Pal, “Improving joint position estimation of kinect using anthro-pometric
constraint based adaptive kalman filter for rehabilitation,”Biomedical Physics and Engineering Express, vol. 4, 12 2017.

37



SVM Algorithm

► Used miPod sensor attached to the racket 
handle. 

► Detected and classified 8 types of strokes 
with overall Precision of 95.7%

► Best accuracy was SVM algorithm.

► Classification based on the player 
movement of the racket.

► Detection the wrist movement.

► Offline Feedback.

Blank, P., Hoßbach, J., Schuldhaus, D., & Eskofier, B. M. (2015). Sensor-based stroke detection and stroke type classification in table tennis. 
Proceedings of the 2015 ACM International Symposium on Wearable Computers - ISWC ’15.
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k-NN Algorithm

• They proposes a light sport exercise activity 
detection system.

• They used k-Nearest Neighbor algorithm. 

• Result: On the value of k =3, the accuracy of push 
up motion is 76.67%, then 80% for sit up, and 
96.67% for squat jump activity.

Nurwanto, F., Ardiyanto, I., Wibirama, S., 2016. Light sport exercise detection based on smartwatch and smartphone using k-nearest 
neighborand dynamic time warping algorithm, pp. 

Light Sport Exercise Detection Based on Smartwatch and Smartphone using k-Nearest 
Neighbor and Dynamic Time Warping Algorithm
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RNN Algorithm

Shin, Sungho & Sung, Wonyong. (2016). Dynamic Hand Gesture Recognition for Wearable Devices with Low Complexity Recurrent Neural 
Networks. 10.1109/ISCAS.2016.7539037.

• discuss the importance to develop two 
dynamic hand gesture.

• The system was based on 2 methods. 
One is based on video signal and 
employs a combined structure and the 
other uses accelerometer data.

• By the optimization made, the 
required memory space for weights is 
reduced to 6.25% compared to 
floating-point implementations.

40



CNN Algorithm
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• Supports online gesture classification with zero or negative lag.

• Performs simultaneous detection and classification of dynamic hand 
gestures from multi-modal data.

• System achieves an average accuracy 98.2%.

Twenty-five dynamic hand gesture classes extracted from either commercial systems or popular datasets.



Naïve Bayes Algorithm

Ashfaq, Tahira & Khurshid, Khurram. (2016). Classification of Hand Gestures Using Gabor Filter with Bayesian and Naïve Bayes 
Classifier. International Journal of Advanced Computer Science and Applications. 7. 10.14569/IJACSA.2016.070340.

• Discuss mainly the basics of hand 
gesture recognition as it is used daily in 
our lives.

• introduce a method that can distinguish 
various static hand movements in a 
complex background environment.

• Used the Naïve Bayes classifier and 
Gabor filter.

• overall accuracy reached was of over 
90%.
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• Introduce a methodology for 
Automatic hand motion recognition.

• They worked on ASL dataset (in-house 
dataset containing the 24 static letters 
of the alphabet).

• There experiments are encouraging 
with a classification rate of 98.36%.

S. Canavan, W. Keyes, R. Mccormick, J. Kunnumpurath, T. Hoelzel and L. Yin, "Hand gesture recognition using a skeleton-based feature 
representation with a random regression forest," 2017 IEEE International Conference on Image Processing (ICIP), Beijing, 2017, pp. 2364-2368.

Random Forest Algorithm
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Logistic Regression Algorithm

Xu, Chao, Parth H. Pathak and Prasant Mohapatra. “Finger-writing with Smartwatch: A Case for Finger and Hand Gesture 
Recognition using Smartwatch.” HotMobile '15 (2015).

• identify the user’s hand and finger 
movements by the usage of smart 
watches.

• They use naïve bayes, logistic regression, 
and decision trees in their classification. 

• All the classifiers show good results with 
100% accuracy for detecting the arm 

• Logistic regression was the best classifier 
with 99.20% and 97.10% for detecting 
finger and hand movements sequentially. 
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usage of IR depth camera with motion sensor device.

► Device used: Kinect and wearable Internal 
sensors.

► Aim to address many of the well known 
limitations of the Kinect sensor.

► present a framework that allows the efficient 
fusion of these complementary data sources.

► Results in more accurate joint angle 
measurements.

Destelle, Francois & Ahmadi, Amin & O’Connor, Noel & Moran, Kieran & Chatzitofis, Anargyros & Zarpalas, 
Dimitrios & Daras, Petros. (2014). Low-cost accurate skeleton tracking based on fusion of kinect and 
wearable inertial sensors. European Signal Processing Conference. 

o RMSE: root mean squared error values 

o NCC: normalized cross correlation measure 
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